Principles of Concurrent and Distributed Programming

Visit the Principles of Concurrent and Distributed Programming, Second Edition Companion Website at www.pearsoned.co.uk/ben-ari to find valuable student learning material including:

- Source code for all the algorithms in the book
- Links to sites where software for studying concurrency may be downloaded.
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